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Abstract—Detecting and adapting to catastrophic failures in
robotic systems requires a robot to learn its new dynamics
quickly and safely to best accomplish its goals. To address this
challenging problem, we propose probabilistically-safe, online
learning techniques to infer the altered dynamics of a robot at
the moment a failure (e.g., physical damage) occurs. We combine
model predictive control and active learning within a chance-
constrained optimization framework to safely and efficiently
learn the new plant model of the robot. We leverage a neural net-
work for function approximation in learning the latent dynamics
of the robot under failure conditions. Our framework generalizes
to various damage conditions while being computationally light-
weight to advance real-time deployment. We empirically validate
within a virtual environment that we can regain control of a
severely damaged aircraft in seconds and require only 0.1 seconds
to find safe, information-rich trajectories, outperforming state-
of-the-art approaches.

Index Terms—Aerial Systems: Mechanics and Control, Au-
tonomous Agents, Deep Learning in Robotics and Automation)

I. INTRODUCTION

AS robots increasingly become an integral part of our daily

lives, our reliance on them grows accordingly. However,

robots are susceptible to failure in the form of unexpected

damage or routine wear and tear. Even if a robot fails, the

robot should be able to adapt to its new dynamics so that

it can continue to function to mitigate the need for costly

repairs or dangerous malfunctions. For example, the motor of

a bipedal robot may break mid-step, a tire may blow out on

an autonomous car, or an actuator may fail on a UAV. In such

situations, there is a dual-need to try to maintain control given

the robot’s current understanding of its dynamics while also

seeking out additional information to refine its model. These

needs can be contradictory if seeking out information results

in a terminal condition (e.g., a bipedal robot crashing to the

ground). However, these needs can be complementary when

“safe” actions can be taken to gain new information about

plant dynamics to better follow a desired trajectory.

The bounded rationality hypothesis describes how humans

handle this cognitive dilemma of greedily operating under
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a known model of the world versus seeking out additional

information specifically to refine this model [1]. Bounded

rationality refers to the theory that rationality in human de-

cision making is limited by the tractability of the problem,

available time, and cognitive resources. When faced with

these limitations, humans trade off between optimality of the

solution and expenditure of resources, between information

gain and executing actions efficiently. Robots, likewise limited

by their computational resources, physical limitations under

a failure condition, and time constraints, must make similar

compromises. Thus, when a robot experiences failure, it must

use its resources to learn the nature of the failure efficiently to

compensate in a timely fashion. Therefore, some knowledge

of the full extent of the failure may need to be sacrificed to

expedite reaching the goal. We model this failure-recovery

problem as one in which the robot should focus on safely

learning only the relevant aspects of its dynamics to efficiently

accomplish the task at hand.

Prior work has sought to address safely learning a damage

model [2], [3]. Bongard et al. [2] and Cully et al. [3]

demonstrate active learning methods to determine the true

model of a damaged robot. However, these approaches are

only effective when computational time is not a limiting factor.

For example in [3], the robot took 66 seconds to learn how

to operate after damage. This is far too slow in the case of

an aircraft or other time constrained systems. To the best

of our knowledge, no current architecture accounts for both

a continuous distribution of damage and demonstrates the

computational speed necessary to regain control of an unstable

system, e.g., a damaged aircraft. While some approached have

modeled failure dynamics from first principles, e.g., [4], [5],

these approaches are non-adaptive and restricted to a narrow

set of point cases. For example, [5] only considers the case

of propulsion control for vertical tail damage and in [4]

the parameters of the controller are designed based on prior

knowledge of the damage. We move beyond the limitations

of these prior works by developing active model learning

techniques to safely acquire information about the altered plant

dynamics to recover from failure.

In this paper, we contribute a novel chance-constrained,

active learning, and model-based optimization algorithm to

enable robots to efficiently and safely learn their new dynamics

and recover from failure. Our bounded rationality framework

trades off the risks of acquiring task-relevant information about

the robot’s failure dynamics with maximizing the probability

that the robot can safely continue its mission. The active

learning component of our algorithm mimics a human’s need

to seek additional knowledge when failure occurs. The safety
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framework counterbalances acquisition of new knowledge by

optimizing for the goal under the current assumptions about

the world. We contribute a novel acquisition function along

with a powerful architecture for learning and controlling a

damaged robot in real time. We empirically validate within a

virtual environment that we can regain control of a severely

damaged aircraft in seconds and require only 0.1 seconds to

find safe, information-rich trajectories, outperforming state-of-

the-art methods.

II. RELATED WORKS

We draw upon research in Model Predictive Control (MPC),

Active Learning, and recovery from failure to create a novel

architecture allowing a robot to safely recover in real time

from a large distribution of damage scenarios.

MPC utilizes a model of the plant to make predictions about

the plant’s future behaviors and approximate the optimal con-

trol based on these predictions [6], [7]. Recent work has shown

the potential for MPC to be used in conjunction with online

learning techniques. [8] presents an online learning approach

to designing model predictive controllers. This framework

utilizes online learning techniques to learn the parameters that

minimize the MPC objective. The authors demonstrate their

algorithm’s capabilities on a driving task. [9] proposes using

neural networks as dynamic models in an MPC scheme. A

sampling-based, information theoretic algorithm is proposed

to optimize the MPC cost function.

Active Learning attempts to address the problem that train-

ing data is often expensive to obtain and label. Knowledge

about which training inputs provide the most information to

the algorithm, if their labels are known, is often highly useful.

Active Learning has been studied in the context of supervised

learning and classification [10], [11] and regression [12], [13].

Several previous approaches have employed active learning for

model learning. [2] demonstrates an active learning method to

learn a damage model by generating candidate models and

using active learning to select the most likely model. [3]

utilizes active learning and a Gaussian process model to learn

a damage model.

Detection of and recovery from failure has been studied

extensively in aircraft [14]. [4] proposed linear equations

of motion for an aircraft suffering from wing damage and

actuator damage and implements a model reference adaptive

controller to compensate for these failures. The researchers

demonstrated they could accurately track a reference. [5]

proposed a propulsion-only controller using H-infinity loop

transfer recovery to control a plane that has suffered loss of

hydraulic function. The authors demonstrated the validity of

using an H-infinity controller in several damage cases. While

effective in certain situations, these approaches often rely on

prior knowledge of the damage and do not generalize well to

a large space of possible damage conditions.

III. MOTIVATING APPLICATION: AVIATION

We motivate the need for robots to operate under failure

in the problem of aircraft recovery from damage. Aircraft

are susceptible to a range of failure scenarios, which are

Fig. 1: This figure depicts our objective to take an action

to acquire information while having a high probability of

returning to the safety envelope.

difficult to predict and model, and have tight time constraints

for collecting data. For example, 260 lives were lost when

the rudder of American Airlines Flight 587 snapped off and

the pilot could not recover control [15]. In 2005, the wing of

Chalk’s Ocean Airways Flight 101 broke off due to structural

weakness resulting in the death of all passengers [16].

Our objective is two-fold: 1) given a safe aircraft configu-

ration envelope, take actions that have a high probability (e.g.,

p > 1 − ε) that the aircraft is able to return to a safe flight

envelope and 2) maximize information gain along the aircraft’s

trajectory out of the envelope.
�U(t:T )∗ = argmax

�U(t:T )∈�U(t:T )

I(�U(t:T )) + λPr
{
‖�xt+T − �xr‖1 ≤ r

}
(1)

The trade off between safe flight and information gain is

described in Eq. 1. Here, I(�u) is a measure of the amount of

information gained when taking action �u. λ is a parameter that

can be adjusted depending on the desired trade off between

learning and the probability of remaining in a safe region.

�xr is the safe reference trajectory and r is the radius of the

cylinder of safety in which the robot can explore. This safety

cylinder defines the configurations that are safe for the robot to

be in. The probability that the robot can return to the cylinder

of safety after taking action u(t) via action �u(t+T ) is to be

maximized in light of the desire to also maximize information

gained about the robot’s dynamics along the trajectory from

[t, t+T ). U is the set of possible actions. This formulation, as

defined in Eq. 1, ensures that maximal information is gained

in each time step while seeking a high probability that the

aircraft will return to the safe cylinder. For convenience, we

define �U (t:T ) =
[[
�u(t)

]ᵀ
, . . . ,

[
�u(t+T )

]ᵀ]ᵀ
and �U (t:T )

as the

set of such action trajectories. A visualization of our objective

is shown in Fig. 1 for the case of T = 2.

IV. ALGORITHMIC OVERVIEW

We present our closed-loop learning mechanism below. Be-

fore damage occurs, the robot follows a MPC policy, assuming

a nominal plant model. At each time step t, given action

u(t), we monitor the predicted plant output �x(t+1) provided

by the nominal plant model and compare it to the actual

measurement of the system. If the error between the predicted

measurement and the true measurement is above a threshold,

we assume a mismatch between our nominal plant model and

the true dynamics of the system, meaning damage may have
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occurred. The goal is now to learn a model that represents

the change between the nominal dynamics and the damage

dynamics. The decision to learn the change in the dynamics

was inspired by the previous work of [17], [18] which showed

that learning model displacements is more effective than re-

learning a model from scratch.

Once the mismatch has been detected, the robot explores

to learn more about the nature of the damage by collecting

a set of training examples consisting of u(t), x(t), and x(t+1)

(Line 2). We train a single-layer perceptron and utilize the

acquisition functions discussed below to determine the next

action to take that maximizes our active learning metric (Lines

4-5). The action must also satisfy the condition that it is “safe”.

This means that with probability 1 − ε, the robot will be

able to return to a safe state. We continue taking safe actions

determined via optimization of the active learning acquisition

function to improve upon the preliminary damage model as

quickly as possible. Once our confidence in the model reaches

a satisfactory level, we update the plant model utilized by our

MPC (Line 7-8). We continue refining the model over time as

new data is acquired. Confidence is a function of the active

learning metric.

Algorithm 1 Overview of our safe learning framework.

1: while true do
2: if error detected then
3: �ui...N , �xi...N ← sensors
4: while error above threshold do
5: u∗ = argmaxu∈U I + λPr

{
‖�xt+T − �xr‖1 ≤ r

}
6: update f(xi...N , ui...N )

7: end while
8: else
9: MPC Plant Model ← f

10: u∗ ← MPC policy

11: end if
12: end while

In summary, if damage has been detected, the robot follows

a policy provided by the bounded rationality framework, safely

exploring the environment to efficiently learn the updated

model. Once the model has been learned, the robot follows

a nominal MPC policy, utilizing the updated plant model.

In the next section, we present our novel optimization ap-

proach to probabilistically-safe active learning to adapt to

failure in robotic systems (Sec. V). Finally, we incorporate

neural network function approximation (Sec. V-A) within our

mathematical optimization and lightweight, high-quality active

learning acquisition functions (Sec. V-B).

V. BOUNDED RATIONALITY FRAMEWORK

We formulate the problem of bounded-rationality control

of robots during failure as a probabilistic, mixed integer

linear program, as shown in Eq. 2-4, which is solved using

a commercial solver employing a branch and bound method.

We adopt the same definition from Eq. 1 in which the robot

trades off the information it could gain to improve the system’s

controllability while also trying to achieve a high-probability

of safe-flight by staying within a specified safety envelope. Our

objective function is defined in Eq. 2 in which we optimize

a finite-horizon trajectory over t′ ∈ {t, t + 1, . . . , t + T} to

maximize a trade off between our information gain, I(�u), and

our safety goal, g(�u).

Information gain, I(�uk), is formulated (Eq. 3) as the inverse

of the similarity between candidate data and previous training

examples, where N is the number of stored data points

included in our analysis. Our novel acquisition function is

presented in comparison to state-of-the-art functions in V-B.

Our safety objective, g(�u), is defined in Eq. 4. The probability

of safety is a conjunction of each dimensions, d, of safety

envelope, �r, with a time-varying center at xr
t+T,d = h(d, t+T ).

Our dynamics are given by �x(k+1) = f(�x(k), �u(k)) and are not

necessarily linear.

�U(t:T )∗ = argmax
�U(t:T )∈�U(t:T )

t+T∑
k=t

I(�u(k)) + λg(�u(t+T )) (2)

I(�uk) =
N∑
i=1

∥∥∥u(k)
d − u

(i)
d

∥∥∥
1
+ β

∥∥∥f (
�x(k), �u(k)

)
− x

(i)
d

∥∥∥
1

(3)

g(�u(t+T )) = Pr
{
∧D
d=1

(∥∥∥x(t+T )
d − xr

d

∥∥∥
1
< rd

)}
(4)

This mathematical program is a linear-objective, nonlinearly-

constrained optimization problem. In particular, the absolute

values in I(u) from Eq. 3 and inside the probability in Eq. 4,

both impart piece-wise linearities and the d−conjunction of

envelope-satisfaction events introduces a d−degree polyno-

mial form. Unfortunately, modern solvers are not readily able

to handle the non-convexities introduced by these constraints.

To gain computational tractability, we derive a novel lin-

earization that affords sub-second optimization of the trajec-

tory as shown in Eq. 5-7. This formulation is able to accom-

plish sub-second optimization while maintaining information-

rich, probabilistically-safe trajectories, which we empirically

demonstrate in Sec. VI-B. Our first step is to transform

each piece-wise term in our acquisition function into a set

of integer, linear constraints, as shown in Eq. 5-9, where

M is a large positive number, z
(k,i)
d , ζ

(k,i)
d ∈ [0,∞), and

π
(k,i)
d , ν

(k,i)
d ∈ {0, 1}. This “big M” method [19], [20] in

Eq. 6-7 makes one of the two inequalities mute when the

integer variable in the corresponding equation takes on the

value of zero. While we introduce O(N2D) integer variables,

Sec. VI-B shows we solve this problem in < 1 second.

I(�u(k)) =

N∑
i=1

D∑
d=1

z
(k,i)
d + βζ

(k,i)
d , ∀k (5)

ζ
(k,i)
d ≤ x

(k+1)
d − x

(i)
d +M

(
1− π

(k,i)
d

)
,∀i, j, k (6)

ζ
(k,i)
d ≤ x

(i)
d − x

(k+1)
d +Mπ

(k,i)
d , ∀i, j, k (7)

z
(k,i)
d ≤ u

(k)
d − u

(i)
d +M

(
1− ν

(k,i)
d

)
, ∀i, j, k (8)

z
(k,i)
d ≤ u

(i)
d − u

(k)
d +Mν

(k,i)
d , ∀i, j, k (9)

The next step is to linearize Eq. 4. First, assume the

dynamics are piecewise-linear (e.g., as one would find in

a neural network function approximator with a mixture of

rectified linear units (ReLU) and linear activation functions).

Second, we assume our model error comes from a Gaussian

distribution with a known mean and variance. We leave for
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future work reasoning about the model’s meta uncertainty (i.e.,

error in the estimates for the mean and variance).

For simplicity but without loss of generality, we consider a

derivation of our dynamics for a two-step horizon (i.e., T = 2)

and a neural network with linear activations for approximating

the plant dynamics. Under these conditions, we would have

Eq. 10 from which we wish to enforce constraint Eq. 11. ∧D
d=1

is the logical conjunction of associated predicates indexed by

d. In our context, Pr
{
∧D
d=1

}
is the probability of all events

indexed by d occurring as true. In the following sections ‖x‖
refers to the L-1 norm and |x| refers to the absolute value of

x.

�x(t+2) = (A2 + 2A+ I)�x(t) + (AB +B)�u(t) +B�u(t+1) (10)

g(�u(t+2)) = Pr
{
∧D
d=1

(∥∥∥x(t+2)
d − xr

d

∥∥∥
1
< rd

)}
(11)

Under a Gaussian assumption of the dynamics, as captured

by matrices A and B in Eq. 10, we can then re-write the equa-

tions directly capturing this probability, as shown in Eq. 12

with g(�u(t+2)) = 1−εd. Here, Ā and B̄ are the point estimates

of the dynamics as predicted by the function approximator

and ād and b̄d are rows of the associated matrices. σ is the

matrix of the associated standard deviations of the weights. Φ
is the cumulative distribution function (CDF) for the normal

distribution. Indices d and j indicate rows and columns of

the associated matrices, 1 − εd is the probability level, and

Δ
(t:T )
d = xr

d − (ā2d + 2ād + 1)x
(t)
d .

∥∥∥Φ−1(1− εd)

√∑
j

σ2
d,jx

(t)2

j +
∑
j

σ
2

d,jU
(t:T )2

j

+
[
¯abd + b̄d b̄d

]
�U(t:T )2 −Δ

(t:2)
d

∥∥∥
1
< rd (12)

The challenge lies in that the square root of the sum

of squares is nonlinear and that the CDF of the normal

distribution lacks an analytical inverse. For the sum of squares,

we make the conservative assumption that 0 ≤
√∑

j σ
2
jx

2
j ≤∑

j σj |xj |. For the CDF, we adopt a “probability-selector

variable,” δεp,d , which is 0 when describing the probability of

satisfying the constraint for dimension d with probability p and

1 when the constraint is ignored, which allows us to replace

the CDF call with a constant value for p. These augmentations

yield g(�ut+T ) = (1 − δp,d)(1 − εp) described by Eq. 13-

15, where E is the set of “probability levels” allowed, e.g.,

E = {0.05, 0.04, ...}, and εp,d ∈ {0, 1}, ∀p ∈ E, d ∈ D. We

also bound �U (t:2) based on the range of possible inputs that

can be achieved by the system.

−Mδε − Φ−1(1− εp)
∑
j

σd,j Ũ(t:2)
j

− [
¯abd + b̄d b̄d

]
�U(t:2) < �rd +Δ

(t:2)
d +

∑
j

σd,j |x(t)
j | (13)

−Mδε +Φ−1(1− εp)
∑
j

σd,j Ũ(t:2)
j

+
[
¯abd + b̄d b̄d

]
�U(t:2) < rd −Δ

(t:2)
d −

∑
j

σd,j |x(t)
j | (14)

∑
p∈E

δεp,d = |E| − 1,∀d ∈ D (15)

Fig. 2: This figure depicts our training architecture where B
refers to the criteria that is being maximized in Eq. 2.

A. Neural Network Function Approximation

Our derivation until now (i.e., Eq. 10, 12-14) has assumed

a linear, continuous dynamics model in the form of �xt+1 =
A�xt + B�ut. Specifically, we have assumed that a multiple

linear regression model is used to learn A and B each time

the optimization problem is solved. However, the dynamics

of an aircraft are often highly nonlinear, thus requiring a

more sophisticated function approximator. We draw support

from the universal function approximation theorem for width-

bounded networks with ReLU activations [21].

We re-derive our model for a two-layer neural network,

with ReLU activations in the first layer and a fully-connected

layer for the second, as shown in Eq. 16-18, where o
(l)

i is

the output of neuron i in layer l, ω
(l)

i,j is the connection

from neuron i in layer l to neuron j in layer l + 1, and

Ξ(t) =
[[
x(t)

]ᵀ
,
[
u(t)

]ᵀ]ᵀ
.

x̂
(t+1)
d =

∑
i

ω
(2)

j,d ∗ o
(2)

i, ∀d ∈ D (16)

o
(2)

i =
∑
j

ω
(1)

j,i ∗ o
(1)

j , ∀i (17)

o
(1)

i =

{ ∑
j ω
(0)

j,iΞ
(t)
j if

∑
j ω
(0)

j,iΞ
(t)
j > 0

0 otherwise
(18)

We must then transform this final equation into mixed-

integer linear constraints to fit within our optimization frame-

work, as shown in Eq. 19-21, with o
(1)

i ≥ 0, ∀i.
Mξi −M +

∑
j

ω
(0)

j,iΞ
(t)
j ≤ 0 ≤ Mξi +

∑
j

ω
(0)

j,iΞ
(t)
j (19)

∑
j

ω
(0)

j,iΞ
(t)
j −M ≤ o

(1)
i ≤

∑
j

ω
(0)

j,iΞ
(t)
j +Mξi (20)

M −Mξi ≥ o
(1)

i ≥ ξi, ∀i (21)

Finally, we can incorporate our mixed-integer linear formula-

tion of a ReLU neural network within our dynamical equations

(Eq. 13-14). Instead of propagating Eq. 10, we recursively

apply Eq. 16-18 for each time step.

In Fig. 2, we provide a graphical depiction of our neural,

model-learning subroutine and we show the architecture that

we utilize to train the neural network. Instead of learning

the plant model from scratch, we choose to learn the change

in the plant dynamics (the difference between the dynamics

estimated by the nominal network or undamaged plant and the

true dynamics of the damaged aircraft) via a neural network. In

practice, we find it requires less training examples to learn the
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change in model dynamics rather than relearn the model from

scratch. Thus, our goal is to learn the mapping of the nominal

estimated plant dynamics to the true damaged dynamics. This

approach is in keeping with prior work in approximating

dynamical models [17], [18], [22].

B. Active Learning: Acquiring Additional Information

We employ active learning to determine which action pro-

vides the most information about the damage. Researchers

[23], [24] have proposed various acquisition functions (i.e.,

heuristics that exist to determine which training data point to

choose). We explore such functions for learning a damaged

aircraft model and introduce our own, well-suited for maxi-

mizing information quickly under computational limitations.

1) Baseline Acquisition Functions:
Model Change [23] – Model change is a measure of the

difference between the current model parameters and the

updated model parameters after the addition of a training

sample. Model change is a good measure of how much the

model will have “learned” after a new training sample is

added. We employ the method proposed by [23] and shown in

Eq. 22. The expected model change is defined as the change in

weights,
δLx(θ)

δθ , given a candidate input and associated label x,

weighted by the conditional probability of x. θ are the network

weights.

u∗ = argmax
u∈U

∫
X

∥∥∥∥ δL(θ)δθ

∥∥∥∥P (x|u)dx (22)

Epistemic Uncertainty [24] – We also consider maximizing

epistemic uncertainty. Uncertainty of a model can be estimated

via the variance of an ensemble of bootstrapped networks. Z

ensembles are created via sampling with replacement of the

original training data. The variance is calculated as a function

of the difference between the outputs of the bootstrapped

models, fz and the average of the models, x̄ as shown in

Eq. 23. We choose the candidate which maximizes the variance

between the bootstrapped models.

u∗ = argmax
u∈U

1

Z

Z∑
z=1

(x̄− fz(u))
2 (23)

2) Our Acquisition Function:
Maximizing Diversity– We propose a novel acquisition func-

tion for active model learning defined in Eq. 3 of Sec. V.

This function minimizes similarity of the candidate data and

the predicted output versus the previous training inputs and

outputs. We want our model to learn the dynamics of the

aircraft across the full range of possible states and actions.

Furthermore, we want a computationally light function for fast

learning. Training inputs and outputs that differ greatly from

those already seen, will provide the most information.

VI. EXPERIMENTAL RESULTS

We empirically investigate our bounded rationality, safe

framework for MPC. First, we compare the relative mer-

its of the acquisition functions proposed for the ac-

tive learning (Sec. VI-A). Second, we evaluate the ef-

ficacy of our framework for quickly regaining high-

functioning control of aircraft under various failure conditions

(Sec. VI-B). We provide a video supplement demonstrat-

ing our simulated damage scenarios. It can be viewed at

https://tinyurl.com/y69stkx9. The code for the simulation can

be viewed at https://tinyurl.com/y4exh7b4.

A. Comparison of Acquisition Functions

Fig. 3a depicts the improvement in information gain and

computation time of our acquisition function vs. the baselines

with increasing number of samples, N. We use maximizing

diversity as our acquisition function as the metric calculations

are faster, its linearity is well-suited for optimization, and its

performance in our framework is on par if not better than

comparable functions in terms of information gain.

B. Safe Recovery from Failure

We test our algorithm in a simulated environment on three

damage scenarios of a Boeing 747 aircraft: 1) 33% loss of the

left wing, 2) complete loss of vertical stabilizer and rudder, and

3) loss of aileron control. For these damage scenarios, we draw

upon prior work that developed theoretical damage models

[25], [26]. Specifically, [27] proposes a 3D aerodynamic state

space perturbation model of 33% loss of the left wing. [28]

provides a model for complete loss of the vertical stabilizer.

The full equations of motion can be found in the cited work.

We utilize these perturbed equations of motion to simulate the

dynamics of the damaged aircraft. The states of the aircraft are

forward velocity (u), vertical velocity (w), pitch rate (q), pitch

angle (θ), sideslip angle (β), roll rate (p), yaw rate (r), roll

angle (ψ), yaw angle (φ), lateral coordinate positions (X , Y ),

and altitude (Z). The control inputs are elevator (Δe), thrust

(Δt), aileron (Δa), and rudder (Δr).

We implement our simulation in Simulink using the open

source flight simulator, FlightGear (Fig. 4). We simulate

sensors (accelerometers, gyroscopes, and magnetometer) with

conservative levels of noise and a sampling rate of 20 Hz. The

goal is to learn the dynamics while staying within the safe

region to avoid unrecoverable configurations of the aircraft.

Given plant inputs �u, states �xk, and resultant states �xk+1, we

learn the model that maps these inputs to outputs. There are

eleven states and four controls to the airplane plant, so our

neural network must learn a mapping from fifteen inputs to

eleven outputs. We choose a simple neural network structure

to keep computational time at a minimum. We found that a

single layer perceptron with linear activation function proved

adequate to represent the dynamics of the plant. Once the

model is learned, we want the aircraft to maintain stable flight,

meaning it retains its altitude and zero degrees roll angle.

These parameters are chosen to avoid stall or spin scenarios.

In our experiment, the desired flight trajectory after damage

had occurred was 50 m/s, 0 degrees roll and pitch, and 300

m altitude. The radius of safety is +/- 10 degrees in the roll

and pitch and +/- 30 meters in z away from the reference

trajectory [29]. We ran Monte Carlo simulations over starting

configurations, i.e., various forward velocities and injected

random noise into the environment.

We benchmark our algorithm against a standard MPC.

While we would like to benchmark against other active
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(a) (b) (c)

Fig. 3: Fig. 3a depicts the information gain versus total computational time for increasing number of training samples (N) for

each of the three active learning functions. The shaded region depicts the standard error. This analysis was done within the

context of our framework. Fig. 3b depicts the trade-off between probability of safe flight versus acquiring new information.

Fig. 3c depicts computation time as a function of the time horizon, T , and the number of probability levels, δε. Our algorithm

can produce safe, information-rich trajectories in 1
10

th
second for T = 5 and with 5 levels of safety.

Fig. 4: The Flightgear virtual environment.

learning frameworks such as those presented in [2] and [3],

their reported time for learning the model are far too slow for

regaining control in the few seconds a robot might have before

entering a terminal state (e.g., an autonomous car crashing or

an airplane entering an unrecoverable spin). The architectures

developed in these works require up to minutes to update the

damage model, yet an aircraft model must be learned in a

few seconds for there to be hope of recovery, especially if

the damage is severe. Furthermore, these architectures do not

include a notion of safety which is critical when dealing with

an unstable system such as an aircraft nor do they account

for as wide a variety of damage scenarios as our architecture.

Therefore, we compare our algorithm’s performance against a

nominal MPC.

Condition 1) Wing Damage – Fig. 5a shows that the

plane stayed within the desired range under our Monte Carlo

simulations and began tracking the reference trajectory once

the damage model had been learned. We are able to detect

when damage had occurred to the wing within 0.1 seconds

and learn an updated plant model in an additional 5 seconds.

The plane is then controlled using the MPC scheme with the

updated plant model once the confidence in the model reaches

the specified threshold. It took approximately ten seconds for

the aircraft to regain stable flight. However, the roll angle

remains at about -3 degrees to compensate for loss of the left

wing. Fig. 5a shows the improvement attained in performance

with active learning. Only with an active learning strategy, the

new plant model was able to be learned in time and the aircraft

control was able to be recovered. When an active learning

strategy was not used, the model could not be learned before

loss of control.

Condition 2) Loss of Vertical Stabilizer and Rudder - In

the case of complete loss of vertical stabilizer and rudder, we

want to determine if we can safely learn the new dynamics

of the plane and track a yaw angle of three degrees. The

dynamics involved with loss of the vertical stabilizer and

rudder proved to be an easier model to learn compared to

wing loss. This is likely due to the fact that loss of the

vertical stabilizer only effects the lateral dynamics of the plane.

The network did not have to learn any change between the

nominal longitudinal dynamics and the damaged longitudinal

dynamics. Fig. 5b shows that when active learning is utilized,

the plane is able to quickly track a 3 degree yaw angle despite

loss of rudder. Without the active learning strategy, the plane

takes considerably longer to track the reference.
Condition 3) Loss of Aileron Control – The last damage

scenario presented is complete loss of control of the aileron.

This effects the ability to independently control the roll of the

aircraft. The results in Fig. 5c show the speed with which

the damaged aircraft reaches the reference trajectory when

active learning is used versus when the nominal MPC policy

is used. Because the dynamics of the aircraft are learned more

efficiently with active learning, the aircraft regains stable flight

and converges to the reference trajectory faster.

C. Bounded Rationality Trade-off
Our bounded rationality framework trades-off acquiring

information to improve model accuracy while also maximizing

the likelihood of safely accomplishing the task (e.g., safe

flight). This trade-off is weighed by a hyper-parameter, λ. To

investigate the sensitivity of our model to this trade-off, we

performed a Monte Carlo analysis sweeping λ (Fig. 3b). The

resulting curve shows our optimization algorithm is able to

achieve a high-probability of safe maneuvering while actively

seeking out information to adapt our dynamics model. We

achieve an average 95% chance of safe flight losing < 10%
information when discounting safety (i.e., 50% safety).

D. Computation Time
To investigate the speed of our algorithm, we conduct a

Monte Carlo sweep of scenarios for various time horizons
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(a) (b) (c)

Fig. 5: Fig. 5a depicts the deviation of roll angle from reference trajectory of zero degrees when wing has been damaged under

Failure Condition 1. Fig. 5b depicts the yaw angle of plane when tracking a 3 degree reference trajectory with complete loss

of vertical stabilizer and rudder under Failure Condition 2. Fig. 5a depicts the deviation of roll angle from reference under

Failure Condition 3. The shaded regions depict the variance in the trajectories over the Monte Carlo simulations.

Results are shown for no active learning (baseline) versus our approach.

in planning for T ∈ 0, 1, . . . , 7 and the number of discrete

safety settings, δε. We find that our algorithm can produce

safe, information-rich trajectories in 0.1 seconds for T = 5
and with 5 levels of safety as depicted in Fig 3c.

E. Sensitivity Analysis

We conduct a sensitivity analysis based on [30] conducting

Monte Carlo simulations varying model parameters, λ and

N and calculate the sensitivity of each parameter in rela-

tion to each perturbed parameter. The nominal parameters

of our model are λ = 0.1 and N = 3. We vary λ ∈
{.001, .01, .1, 1, 10} and N ∈ {0, 1, 2, 3, 4, 5}. In Eq. 24-25,

Dθ
j is the percent change in the estimation error between the

states, S̄θo
j , produced by the nominal parameters, θo and error

states, S̄θ
j , produced by the perturbed parameters, θ. η is the

number of Monte Carlo simulations.

Dθ
j =

(
max(S̄θ

j )−min(S̄θ
j )

2
− ¯

Sθ0
j

)
1
¯

Sθ0
j

× 100% (24)

S̄θ
j =

√√√√ 1

η

N∑
i=1

Sθ
ei

(25)

Our analysis, shown in Fig 6, demonstrates that our control

system is robust to deviations in θo. Specifically, when holding

N at the nominal level, we can vary λ a full two orders

of magnitude from the nominal amount and only experience

between 10%-80% change in our state. Likewise, we can

perturb N by a factor > 2 times the nominal level while

holding λ constant and experience less than a 60$ change in

our state. These results show that our approach is robust to

significant changes in hyper-parameter settings.

F. Summary of Results

We demonstrate our system’s capabilities to recover from

a wide variety of damage scenarios and learn the damaged

dynamics in sub-second time. We show that our system

Fig. 6: Sensitivity of system to parameter perturbations.

learns the dynamics safely, i.e. we are able to guarantee that

the aircraft returns to the envelope of safety with a high

probability, thus preventing it from reaching an unstable con-

figuration. Additionally, our active learning framework shows

improvement over benchmark metrics in the literature while

simultaneously providing a reduced computation time. The

combination of our novel active learning framework along with

our chance constrained optimization formulation outperforms

state-of-the-art model active learning approaches. Our active

learning approach is between 19.38% and 56% faster than [24]

and 60.39% to 78% faster than [23] for N = 1 to N = 15.

Our approach achieves an information gain between .14% and

7.1% greater than [24] and between 0.4% and 8.8% greater

than [23] for N = 1 to N = 15 as shown in Fig. 3a.

VII. LIMITATIONS

A limitation of our work is that it has only been empirically

investigated in the context of fixed-wing aerial vehicles (e.g.,

UAVs). However, our formulation is designed to be general

enough to afford application to systems whose dynamics

can be sufficiently approximated by a ReLU neural network

encoded within a mathematical program.
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Furthermore, our algorithm falls within the vein of math-

ematical programming-based approaches rather than classical

adaptive control schema. As such, we are unable to readily

prove that the system is Lyapunov stable. Nonetheless, we

show that our system is robust to hyperparameters (Fig. 6)

while outperforming state-of-the-art active learning methods

(Fig. 3a), and we demonstrate that our system is able to safely

learn to control a UAV (Fig. 5a-5c).

VIII. FUTURE WORK: PHYSICAL DEMONSTRATION

We provide a brief description of how our system can be

verified on a physical fixed wing aircraft. To deploy our system

on a physical aircraft, we would utilize a standard bind-n-

fly fixed wing aircraft with an on board micro-controller and

telemetry. Many drones require low size, weight, power and

cost (SWAP) which our system provides. Our system is light-

weight enough to be run on a micro-controller such as a

Raspberry Pi or Arduino considering our method requires less

than 1 MB of memory and utilizes less than 35% CPU on

an average PC. Damage scenarios can be created by attaching

a part of the plane (i.e., part of wing) with solenoids. The

power to the solenoids can be cut, thus pushing apart the pre-

broken section of the wing. As demonstrated in our simulation,

the airplane would utilize the bounded rationality framework,

learn the new damage model, and continue to fly. We could

monitor the flight and cause damage via telemetry from a

ground station. We could test our framework on a variety of

damage conditions in this manner.

IX. CONCLUSION

We create a safe, active-learning framework for learning

to control a damaged robot. We demonstrate our algorithm’s

efficacy in simulation for multiple damage scenarios and show

our algorithm’s ability to maintain safe flight of a UAV. Our

novel acquisition function was able to achieve a speed-up of at

least 19.38% over prior work, and our algorithm was able to

produce safe trajectories in 0.1 seconds. As the prevalence of

robots and UAVs grows, it is imperative that these systems

be equipped with adaptive controllers that can compensate

for failures in real time. Our control scheme offers a novel,

potential solution to address this challenge.

ACKNOWLEDGMENT

We will like to thank Esmaeil Seraj for being a sounding

board and guiding our study of MPC and stability.

REFERENCES

[1] H. Simon, “Bounded Rationality,” Utility and Probability, pp. 15–18,
1990.

[2] J. Bongard, V. Zykov, and H. Lipson, “Resilient Machines Through
Continuous Self-Modeling,” Science, 2006.

[3] A. Cully, J. Clune, D. Tarapore, and J. B. Mouret, “Robots that can
adapt like animals,” Nature, vol. 521, pp. 503–507, 2015.

[4] S. Baur, T. Gibson, A. Annaswamy, L. Hoecht, T. Bierling, and
F. Holzapfel, “Adaptive Control of a High Agility Model Airplane in
the Presence of Severe Structural Damage and Failures,” Advances in
Aerospace Guidance, Navigation and Control, pp. 201–211, 2011.

[5] Y. Hitachi and H. Liu, “H-Infinity-LTR Technique Applied to Robust
Control of Propulsion-Controlled Aircraft,” AIAA Guidance, Navigation,
and Control Conference, 2009.

[6] D. Mayne and J. Rawlings, “Correction to Constrained model predictive
control: stability and optimality,” Automatica, vol. 37, no. 3, p. 483,
2002.

[7] G. Carlos E., P. David M., and M. Manfred, “Model Predictive Control :
Theory and Practice a Survey,” Automatica, vol. 25, no. 3, pp. 335–338,
1989.

[8] N. Wagener, C.-A. Cheng, J. Sacks, and B. Boots, “An Online Learning
Approach to Model Predictive Control,” 2019. [Online]. Available:
http://arxiv.org/abs/1902.08967

[9] G. Williams, N. Wagener, B. Goldfain, P. Drews, J. M. Rehg, B. Boots,
and E. A. Theodorou, “Information theoretic MPC for model-based
reinforcement learning,” Proceedings - IEEE International Conference
on Robotics and Automation, pp. 1714–1721, 2017.

[10] M. Hasenjager and H. Ritter, “Active Learning with Local Models 1
Introduction,” Neural Processing Letters, pp. 107–117, 1998.

[11] Y. Yang, Z. Ma, F. Nie, X. Chang, and A. G. Hauptmann, “Multi-Class
Active Learning by Uncertainty Sampling with Diversity Maximization,”
International Journal of Computer Vision, vol. 113, no. 2, pp. 113–127,
2015.

[12] R. Burbidge, J. J. Rowland, and R. D. King, “Active Learning for Re-
gression Based on Query by Committee,” Intelligent Data Engineering
and Automated Learning - IDEAL 2007, pp. 209–218, 2007.

[13] P. Diagrams and M. Word, “Neural Network Ensembles, Cross Val-
idation, and Active Learning Anders,” Advances in neural network
processing systems, vol. 7, pp. 6–7, 2010.

[14] N. A. Bakshi, “Model Reference Adaptive Control of Quadrotor UAVs:
A Neural Network Perspective,” Adaptive Robust Control Systems, 2018.

[15] National Transportation Safety Board, “In-Flight Separation of Vertical
Stabilizer American Airlines Flight 587, Airbus Industrie A300-605R,
N14053.”

[16] ——, “In-flight Separation of Right Wing Flying Boat, Inc. (doing
business as Chalk’s Ocean Airways) light 101 Grumman Turbo Mallard
(G-73T), N2969 Port of Miami, Florida December 19, 2005.”

[17] I. Koryakovskiy, M. Kudruss, H. Vallery, R. Babuka, and W. Caarls,
IEEE Robotics and Automation Letters, vol. 3.

[18] M. Saveriano, Y. Yin, P. Falco, and D. Lee, “Data-efficient control
policy search using residual dynamics learning,” IEEE/RSJ International
Conference on Intelligent Robots and Systems (IROS), 2017.

[19] R. K. Martin, “Generating alternative mixed-integer programming mod-
els using variable redefinition,” Operations Research, vol. 35, no. 6, pp.
820–831, 1987.

[20] M. Gombolay, X. J. Yang, B. Hayes, N. Seo, Z. Liu, S. Wadhwania,
T. Yu, N. Shah, T. Golen, and J. Shah, “Robotic assistance in the
coordination of patient care,” The International Journal of Robotics
Research, vol. 37, no. 10, pp. 1300–1316, 2018.

[21] Z. Lu, H. Pu, F. Wang, Z. Hu, and L. Wang, “The expressive power
of neural networks: A view from the width,” in Advances in neural
information processing systems, 2017, pp. 6231–6239.

[22] T. Killian, S. Daulton, G. Konidaris, and F. Doshi-Velez, “Robust and
Efficient Transfer Learning with Hidden Parameter Markov Decision
Processes,” NIPS, vol. 72, no. 6, pp. 1029–1034, 2017.

[23] W. Cai, M. Zhang, and Y. Zhang, “Batch mode active learning for
regression with expected model change,” IEEE Transactions on Neural
Networks and Learning Systems, vol. 28, no. 7, pp. 1668–1681, 2017.

[24] T. Hastie, R. Tibshirani, and J. Friedman, “Model Assessment and Se-
lection,” in The Elements of Statistical Learning Data Mining, Inference,
and Prediction, 2017, pp. 249–252.

[25] Y. Zhang, C. C. de Visser, and Q. P. Chu, “Aircraft Damage Identi-
fication and Classification for Database-Driven Online Flight-Envelope
Prediction,” Journal of Guidance, Control, and Dynamics, vol. 41, no. 2,
pp. 1–12, 2017.

[26] J. A. Ouellette, “Flight Dynamics and Maneuver Loads on a Commercial
Aircraft with Discrete Source Damage,” Thesis Master, 2010.

[27] E. J. Watkiss, “Flight Dynamics of an Unmanned Aerial Vehicle,” The
NPS Institutional Archive, 1994.

[28] T. T. Ogunwa and E. J. Abdullah, “Flight dynamics and control
modelling of damaged asymmetric aircraft,” IOP Conference Series:
Materials Science and Engineering, vol. 152, no. 1, 2016.

[29] D. Carbaugh, J. Cashman, M. Carriker, and D. Forsythe,
“Aerodynamic Principles of Large-Airplane Upsets.” [Online].
Available: https://www.boeing.com/commercial/aeromagazine/aero03l

[30] A. Vahid, D. Munther, S. Fookorian, D. Nguyen, and D. Simon,
“Hybrid extended Kalman filtering and noise statistics optimization for
produce wash state estimation,” Journal of Food Engineering, vol. 212,
pp. 136 – 145, 2017.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


