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Motivation

Learning from Demonstration (LfD)
allows users without programming
expertise to teach robots novel
tasks.

Humans are both suboptimal and
heterogenous teachers [1, 2].

Difficult for robots to learn from
human demonstrators.
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Robots must account for

suboptimality and heterogeneity

when learning from humans.
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Research Question

1) Can we learn to map poor human
demonstrations to better
demonstrations to improve robot
learning?

2) Can we learn an informative
embedding describing an
individual’s teaching style?
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to better demonstrations.
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DAgger: teach robot via robot-centric LfD.
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Conclusion

BC: teach robot via human-centric LfD.
Teacher provides demonstrations.
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