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ABSTRACT

To effectively support humans, machines must be capable of rec-
ognizing individual desires, abilities, and characteristics and adapt
to account for differences across individuals. However, personal-
ization does not come without a cost. In many domains, for robots
to effectively personalize their behavior, the robot must solicit of-
ten private and intimate information about an end-user so as to
optimize the interaction. However, not all end-users may be com-
fortable sharing this information, especially if the end-user is not
provided with insight into why the robot is requesting it. As HRI
researchers, we have the responsibility of ensuring the robots we
create do not infringe upon the privacy rights of end-users and that
end-users are provided with the means to make informed decisions
about the information they share with robots. While prior work
has investigated willingness to share information in the context
of consumerism, no prior work has investigated the impact of do-
main, type of requested information, or explanations on end-user’s
comfort and acceptance of a personalized robot. To gain a better un-
derstanding of these questions, we propose an experimental design
in which we investigate the impact of domain, nature of personal
information requested, and the role of explanations on robot trans-
parency and end-user willingness to share information. Our goal
of this study is to provide guidance for HRI researchers who are
conducting work in personalization by examining the factors that
may impact transparency and acceptance of personalized robots.
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1 INTRODUCTION

The high degree of heterogeneity amongst humans means that each
end-user is a unique system that robots must learn about and adapt
to so as to optimize the human-robot relationship. There are many
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latent variables that govern human preferences, behavior, and deci-
sion making that robots must take into consideration. For example,
an individual’s personality and prior experiences may impact their
level of trust in an autonomous system [1]. Biological differences
stemming from both genetics and environment influence how an
AT system should support a patient in a healthcare setting [8].

Prior work has investigated approaches for personalizing robot
behavior [1, 4-6, 9, 10]. For example, Schrum et al. introduced Recip-
rocal MIND MELD, an approach for personalized robotic coaching
[10]. This approach learns about the way in which an end-user in
suboptimal in a given domain and provides robotic feedback to
improve upon end-user’s suboptimality. Basu et al. introduced an
approach for personalizing the driving style of an autonomous ve-
hicle (AV) to match the expectations of an end-user [1]. The authors
found that the end-user’s own driving style and their perception of
their own driving style had an impact on the optimal driving style
of the AV.

While these approaches have showed promise for personaliza-
tion, they come with a caveat. Because of the nature of personal-
ization, many personalized approaches require the robot to learn
intimate details about the user. For example, in the work by Basu et
al., aspects of the user’s personality and their own driving style are
important predictors for the optimal driving style [1]. In Schrum et
al. robots require knowledge about sensitive, HIPAA information,
including details about the patient’s biology and how the patient
responds to certain treatments, so as to optimize the treatment plan
[9]. Many users may feel uncomfortable sharing this detailed per-
sonal information with the robot, especially if they are not aware
of how the robot intends to use the information. Furthermore, prior
work has indicated that learned private policies may still be vulner-
able to adversarial attacks, suggesting that end-users are right to
be wary of sharing private information with agents [7].

As HRI researchers, we should design systems that respect the
privacy rights of end-users while also optimizing for performance.
We must ensure that end-users are equipped with adequate in-
formation to make an informed decision about sharing personal
information with a robot. To do so, we must first gain insight into
the factors that affect understanding, acceptance, and willingness
to share information with a robot. To gain insight into these factors,
we investigate three research questions:

(1) What personal information are end-users willing to share
with a robot?

(2) How does domain impact acceptance of a personalized robot?

(3) How can xAl approaches increase transparency and under-
standing of a personalized robot?
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2 METHODOLOGY

We investigate these questions in a human subject study in which
we manipulate three independent variables: domain of interaction,
personal information requested, and presence of explanations. We
additionally propose to collect covariates of interest related to end-
user characteristics and attitudes towards robots. Our goal is to
investigate the causal relationship between these factors and end-
user’s attitudes towards sharing personal information with robots.

2.1 Conditions

Below we describe our independent variables. We aim to determine
how each variable impacts the end-user’s attitude and willingness
to share personal information with the robot. The domain of in-
teraction and personal information requested are within-subject
variables. The xAI factor is a between-subjects variable.

Domain of Interaction: We explore three domains of interaction
to determine how the situation and circumstances governing the
interaction impact an end-user’s willingness to divulge personal
information to a robot. We investigate coaching, AV, and healthcare
domains. While there are many other potential domains, we choose
these three because prior work has indicated the importance of
personalization in each of these domains, and these domains cover a
diverse range of scenarios with varying levels of intimacy [1, 9, 10].
All participants in the study experience each domain.

e Coaching Domain: In the coaching domain, we construct
a scenario in which the end-user is a novice table tennis
player and is being coached by a robot. To personalize its
instructions and feedback for the end-user, the robotic coach
must learn about the way in which the human is suboptimal
with regards to table tennis.

e AV Domain: In the AV domain, the AV aims to personalize
its driving style to match the preference of the end-user. To
select the optimal driving style, the AV must learn about the
end-user’s own driving style and personality.

e Healthcare Domain: In the healthcare domain, the robot is
tasked with creating and deploying a personalized plan to
treat the patient’s disease. To determine the best health plan,
the robot must learn about the biology of the patient, their
disease manifestation, and their medical history.

Personal Information Requested: To personalize its behavior,
a robot will need to access personal information about an end-
user. The sensitivity of the information may vary depending on
the domain of interaction. For example, healthcare information
is considered private data and is protected by HIPAA. Yet this
information may be crucial for a healthcare robot to have access
to for making informed decisions related to patient care. In the
three domains discussed above, each participant will experience
the robot requesting each type of information listed below. Even
though health information may not seem relevant in, for instance,
a tutoring domain, we include each of these conditions in each
domain to determine if it is the domain or the type of personal
information requested that impacts the attitude of the end-user. All
participants in the study experience each request condition.

o Competence: In this condition, the robot will request infor-
mation with regards to the end-user’s skill at the task.
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e Personality: In this condition, the robot will request infor-
mation about the end-user’s personality.

e Healthcare Information: In this condition, the robot will re-
quest sensitive healthcare information.

xAI: To improve the human-robot relationship, robots should be
transparent about why they are requesting information from end-
users. This transparency will allow end-users to make informed
decisions about whether or not they wish to share personal in-
formation with the robot. Without context as to why the robot is
requesting specific information, end-users may be less willing to
divulge information due to the uncertainty involved.

For example, in an AV domain, soliciting information about the
personality of the end-user may appear superfluous. However, as
shown in prior work, personality may be an important factor for
determining the optimal driving style [2]. If the robot communicates
why it requires the personal information and the consequences of
not receiving it, end-users will be better equipped to decide for
themselves if they wish to share personal information. However,
in some situations, we hypothesize that providing an explanation
may decrease end-user’s willingness to share information as it
may draw additional attention to the robot’s request and in some
cases the end-user may not agree with the robot’s justification.
We investigate these hypotheses by introducing two additional
conditions: explanation, and no explanation. This factor is between-
subjects to avoid confounds from the explanations.

o Explanation: In this condition, the robot offers an explanation
as to why it is requesting the personal information. Addi-
tionally, the robot explains the consequences of not having
the personal information.

o No Explanation: In this condition, no explanation as to why
the robot is requesting the information is provided.

2.2 Metrics

To determine which variables impact an individual’s willingness to
share information, we ask participants on a single Likert item with
response scale from one to ten how willing they are to share the
requested information with the robot. One of our goals of this study
is to investigate if providing explanations to end-users increases
the transparency of the system and provides the end-user with a
better ability to make an informed decision with regards to sharing
personal information. Therefore, we measure a participant’s under-
standing of how the robot works [12] and the robot’s transparency
[11]. Lastly, we measure participant’s comfort with the robot via
the ROSAS discomfort scale [3].

3 EXPECTED RESULTS AND IMPLICATIONS

We expect to find that the domain in which the robot is requesting
information will have a large impact on end-user willingness to
provide personal information. Additionally, we hypothesize that
users will be more comfortable providing specific information if this
information aligns with their expectations in the domain. Lastly,
we expect that, in most circumstances, explanations will increase
understanding, comfort, and intention to use.

Our goal of this work is to shed light on issues regarding pri-
vacy and personalization in human-robot interaction. By gaining
an understanding of end-users’ willingness to sharing information
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in specific domains, we can better understand how to design HRI
system that respect the rights of the end-user and and refrain from
requesting and relying on information that end-users do not wish
to share. Additionally, by investigating the impact of explanations
when querying end-users for personal information, we aim to pro-
vide guidance for how to maximize system transparency so that
end-users can make informed decisions about information sharing.
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